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Econ 3040 – Final Exam, Apr. 18th, 2019 

Professor: Ryan Godwin 

 

 

You may use a calculator. Answer all questions in the answer book provided. The exam is 3 hours long 

and consists of 100 marks. 

 

A formula sheet, and a table of probabilities from the standard Normal distribution, are provided at the 

back of the exam booklet. 

 

YOU MUST SUBMIT ALL EXAM MATERIAL AT THE END OF THE EXAM. 

 

DO NOT OPEN THE EXAM UNTIL YOU ARE INSTRUCTED TO DO SO. 

 

 

NAME: 

 

 

 

STUDENT #: 
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Part A – Multiple Choice – each question is worth 1 mark 

 

1) A large p-value implies 

a. rejection of the null hypothesis. 

b. a large test statistic. 

c. a large estimate. 

d. that the estimated values are consistent with the null hypothesis. 

 

2) The formula for the OLS estimator, b1, when adding a second regressor to the model, 

a. stays the same. 

b. changes, unless the second regressor is a dummy variable. 

c. changes, unless the second variable is uncorrelated with the first variable. 

d. changes. 

 

3) Under imperfect multicollinearity 

a. the OLS estimator cannot be computed. 

b. two or more of the regressors are highly correlated. 

c. the OLS estimator is biased even in samples of n > 100. 

d. the error terms are highly, but not perfectly, correlated. 

4) A type I error is 

a. always the same as (1-type II) error. 

b. the error you make when rejecting the null hypothesis when it is true. 

c. the error you make when rejecting the alternative hypothesis when it is true. 

d. always 5%. 

5) In the multiple regression model, the least squares estimators are derived by 

a. minimizing the RSS. 

b. minimizing the ESS. 

c. maximizing �̅�2. 

d. minimizing the sum of the squared horizontal distances between the regression line and the data 

points. 

 

6) If you want to run a simple OLS regression of Y on X in R, you should type: 

a. regress(Y ~ X) 

b. lm(Y ~ X) 

c. ols(Y ~ X) 

d. Y ~ beta0 + beta1*X 

 

7) The interpretation of the slope coefficient in the model: log(𝑌𝑖) = 𝛽0 + 𝛽1𝑋𝑖 + 𝜖𝑖, is as follows:  

a. a 1% change in X is associated with a 1 % change in Y. 

b. a 1% change in X is associated with a change in Y of 0.01 1 . 

c. a change in X by one unit is associated with a 100 1 % change in Y. 

d. a change in X by one unit is associated with a 1  change in Y. 
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8) The OLS residuals  

a. can be calculated using the errors from the regression function. 

b. can be calculated by subtracting the fitted values from the actual values. 

c. are unknown since we do not know the population regression function. 

d. should not be used in practice since they indicate that your regression does not run through all 

your observations. 

 

9) A type II error is 

a. the error you make when not rejecting the null hypothesis when it is false. 

b. typically smaller than the type I error. 

c. the error you make when rejecting the alternative hypothesis when it is true. 

d. the error you make when choosing type I error. 

 

10) To standardize a variable you 

a. subtract its mean and divide by its standard deviation. 

b. allow for non-linear effects in the regression model. 

c. account for heteroskedasticity. 

d. add and subtract 1.96 times the standard deviation to the variable. 

 

 

 

 

Part B - Short Answer – 5 marks each 

 

1) Describe why you would use an F-test instead of a t-test, when you are testing multiple restrictions. 

2) Explain why it is dangerous to assume that the random errors (𝜖𝑖) are homoskedastic, when they might 

actually be heteroskedastic. 

3) Give a common example of how the assumption “A.2: no perfect multicollinearity” can be violated, 

and explain the consequence of perfect multicollinearity. 

4) Use the following data for this question: 

𝑌 = {7, 8, 15}          𝑋 = {2, 4, 6} 

The population model is: 

𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖 + 𝜖𝑖 

What are the OLS estimates for 𝛽0 and 𝛽1? 

5) Using your answer to question (4) above, what are the OLS residuals? 

6) Explain the concepts of unbiasedness, efficiency, and consistency, as they relate to the properties of an 

estimator.  
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7) Explain why it is important to use adjusted-R-square (�̅�2) instead of R-square (𝑅2) in a multiple 

regression model. 

8) Suppose that you obtain the following output from an OLS regression in R: 

Coefficients: 

            Estimate Std. Error t value Pr(>|t|) 

(Intercept)  0.05260    0.10561   0.498    0.620 

x1          -0.04139    0.10713  -0.386    0.700 

x2           0.10142    0.10928   0.928    0.356 

x3          -0.02244    0.10472  -0.214    0.831 

x4          -0.13196    0.12051  -1.095    0.276 

 

Residual standard error: 1.04 on 95 degrees of freedom 

Multiple R-squared:  0.02083, Adjusted R-squared:  -0.0204  

F-statistic: 0.5052 on 4 and 95 DF,  p-value: 0.732 

 

Test the null hypothesis that all 𝛽s (except the intercept) are equal to zero. 

9) In the polynomial regression model: 

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋1
2 + ⋯ + 𝛽𝑟𝑋1

𝑟 + 𝜖, 

explain how you could determine the appropriate r (the highest power in X1 needed, in order to capture 

the non-linear effect). 
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10) This question uses the (hypothetical) demand for marijuana data: 

 

The variables in the data are: 

Q – quantity of marijuana consumed by the individual (grams / month) 

P – the average price per / gram in the individual’s location 

adult – a dummy variable equal to 1 if individual is an adult, equal to 0 if the individual is a teenager 

In the OLS regression: 

 

interpret the estimated value of 3.45993. 
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Part C – Long Answer – each part is worth 4 marks 

11) Below is a plot of the diamond data (size of the diamond in carats vs. the price of the diamond): 

 

Included in the plot is the estimated equation: 

𝑝𝑟𝑖�̂�𝑒 =  −2298.4 + 11598.9 × 𝑐𝑎𝑟𝑎𝑡 

a) It was discussed in class that the relationship between carat and price might be non-linear. What are 

the consequences of ignoring the nonlinear relationship above? 

b) Instead of the linear model, a log-log model is estimated: 

 

What is the interpretation of the estimated coefficient (the estimated β) on log(carat)? 

c) Describe two other ways in which you could capture the nonlinear effect of carat on price in a 

regression model. 
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12) This question uses a variant of the Current Population Survey (CPS) data. The variables in the data set 

are: 

AHE – average hourly earnings, in $/week. 

bachelor – a dummy variable equal to 1 if the worker has a university degree, or equal to 0 if the 

worker has a high school degree. 

female – a dummy variable equal to 1 if worker is female, 0 otherwise. 

age – the age, in years, of the worker. 

The sample size is n = 7986. 

You may need the following table for this question: 

Critical values for F-statistics in large samples: 

q 5% critical value 

1 3.84 

2 3.00 

3 2.60 

4 2.37 

5 2.21 
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Model number: 1 2 3 4 5 6 7 

        

Regressor AHE AHE log(AHE) log(AHE) log(AHE) log(AHE) log(AHE) 

age 
0.439** 

(0.031) 

2.068** 

(0.716) 

0.024** 

(0.002) 

0.147** 

(0.042) 

0.146** 

(0.042) 

0.191** 

(0.054) 

0.160* 

(0.064) 

age2 
 

 

-0.028* 

(0.012) 

 -0.002** 

(0.001) 

-0.002** 

(0.001) 

-0.003** 

(0.001) 

-0.002* 

(0.001) 

female×age 
 

 

    -0.097 

(0.084) 

-0.123 

(0.085) 

female×age2 
 

 

    0.002 

(0.001) 

0.002 

(0.001) 

bachelor×age 
 

 

     0.091 

(0.084) 

bachelor×age2 
 

 

     -0.001 

(0.001) 

female 
-3.158** 

(0.180) 

-3.149** 

(0.180) 

-0.181** 

(0.011) 

-0.180** 

(0.011) 

-0.210** 

(0.014) 

1.358 

(1.238) 

1.764 

(1.251) 

bachelor 
6.865** 

(0.178) 

6.863** 

(0.178) 

0.405** 

(0.010) 

0.405** 

(0.010) 

0.378** 

(0.014) 

0.377** 

(0.014) 

-1.186 

(1.236) 

female×bachelor 
 

 

   0.064** 

(0.021) 

0.063** 

(0.021) 

0.066** 

(0.021) 

intercept 
1.884* 

(0.920) 

-22.006* 

(10.532) 

1.857** 

(0.054) 

0.059 

(0.611) 

0.078 

(0.610) 

-0.633 

(0.799) 

-0.095 

(0.939) 

𝑅2 0.1900 0.1905 0.1924 0.1933 0.1942 0.1950 0.1968 

�̅�2 0.1897 0.1901 0.1921 0.1929 0.1937 0.1943 0.1959 

Significance at the *5% and **1% significance level. 

 

(a) Using model (1), construct a 95% confidence interval around the estimated coefficient age. 

(b) Using model (2) as the unrestricted model, determine whether age has a linear or non-linear effect 

on AHE. 

(c) Using model (2), determine the effect of an additional year of age on AHE, when the worker is 20 

years old, and when the worker is 60 years old. 

The remaining questions refer to the log-linear models (models 3 – 7). 

(d) Explain the interpretation of the coefficient (the β) on female×bachelor. 

(e) Using any relevant models, determine if there is a different effect of education on wages, for men 

and for women. 

(f) Determine if there is a different effect of age on AHE, for men and for women. 

(g) Determine if age has a different effect on AHE, for individuals with a bachelor degree and for 

individuals without a bachelor degree. 
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Econ 3040 - Final Formula Sheet 

expected value of Y (mean of Y) 𝜇𝑌 

variance of Y  𝜎𝑌
2 = 𝐸(𝑌 − 𝜇𝑌)2 = 𝐸(𝑌2) − (𝜇𝑌)2 

standard deviation of Y 𝜎𝑌 = √𝜎𝑌
2 

covariance between X and Y 𝜎𝑋𝑌 = 𝐸[(𝑋 − 𝜇𝑋)(𝑌 − 𝜇𝑌)] 

correlation coefficient (between X and Y) 𝜌𝑋𝑌 =
𝜎𝑋𝑌

𝜎𝑋𝜎𝑌
 

expected value of the sample average, �̅� 𝐸(�̅�) = 𝜇𝑌 

variance of the sample average, �̅� 𝜎�̅�
2 =

𝜎𝑌
2

𝑛
 

t-statistic for testing 𝜇𝑌 (for large n, and when 𝜎𝑌
2 

is known) 
𝑡 =

�̅�𝑎𝑐𝑡 − 𝜇𝑌,0

𝜎�̅�
 ~ 𝑁(0,1) 

sample variance (estimator for 𝜎𝑌
2)  𝑠𝑌

2 =
1

𝑛 − 1
∑(𝑌𝑖 − �̅�)2

𝑛

𝑖=1

 

sample covariance (estimator for covariance) 𝑠𝑥𝑦 =
1

𝑛 − 1
∑(𝑋𝑖 − �̅�)(𝑌𝑖 − �̅�)

𝑛

𝑖=1

 

sample correlation (estimator for correlation) 𝑟𝑥𝑦 =
𝑠𝑥𝑦

𝑠𝑥𝑠𝑦
 

standard error of �̅� (estimator for the standard 

deviation of �̅�)  𝑠�̅� = √
𝑠𝑌

2

𝑛
 

t-statistic for testing 𝜇𝑌 (for large n, and when 𝜎𝑌
2 

is unknown) 
𝑡 =

�̅� − 𝜇𝑌,0

𝑠�̅�
 ~ 𝑁(0,1) 

95% confidence interval for 𝜇𝑌 (for large n) 𝑐𝑜𝑛𝑓. 𝑖𝑛𝑡. = �̅� ± 1.96 × 𝑠�̅� 

population linear regression model with one 

regressor 
𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖 + 𝜖𝑖, 𝑖 = 1, … , 𝑛 

OLS estimator of the slope (𝛽1) 𝑏1 =
∑ (𝑋𝑖 − �̅�)(𝑌𝑖 − �̅�)𝑛

𝑖=1

∑ (𝑋𝑖 − �̅�)2𝑛
𝑖=1

 

OLS estimator of the intercept (𝛽0) 𝑏0 = �̅� − 𝑏1�̅� 

OLS predicted values �̂�𝑖 = 𝑏0 + 𝑏1𝑋𝑖 

OLS residuals 𝑒𝑖 = 𝑌𝑖 − �̂�𝑖 
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explained sum of squares 𝐸𝑆𝑆 = ∑(�̂�𝑖 − �̅�)
2

𝑛

𝑖=1

 

total sum of squares 𝑇𝑆𝑆 = ∑(𝑌𝑖 − �̅�)2

𝑛

𝑖=1

 

sum of squared residuals 𝑅𝑆𝑆 = ∑ 𝑒𝑖
2

𝑛

𝑖=1

 

regression 𝑅2 𝑅2 =
𝐸𝑆𝑆

𝑇𝑆𝑆
 

t-statistic for testing 𝛽1 𝑡 =
𝑏1 − 𝛽1,0

𝑠. 𝑒. (𝑏1)
 

95% confidence interval for 𝛽1 (for large n) 𝑐𝑜𝑛𝑓. 𝑖𝑛𝑡. = 𝑏1 ± 1.96 × 𝑠. 𝑒. (𝑏1) 

alternative regression 𝑅2 𝑅2 =
𝐸𝑆𝑆

𝑇𝑆𝑆
= 1 −

𝑅𝑆𝑆

𝑇𝑆𝑆
 

adjusted R-square (�̅�2) �̅�2 = 1 −
𝑅𝑆𝑆

𝑇𝑆𝑆
(

𝑛 − 1

𝑛 − 𝑘 − 1
) 

F-statistic 𝐹 =
(𝑅𝑆𝑆𝑅 − 𝑅𝑆𝑆𝑈)/𝑞

𝑅𝑆𝑆𝑈/(𝑛 − 𝑘𝑈 − 1)
 

F-statistic 𝐹 =
(𝑅𝑈

2 − 𝑅𝑅
2)/𝑞

(1 − 𝑅𝑈
2 )/(𝑛 − 𝑘𝑈 − 1)
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