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6.3 – OLS in multiple regression 

The population model: 

 

 

 

How to estimate the βs? 

 Still want to minimize the sum of squared residuals (the sum of 

“vertical distances”): 
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 Take (k + 1) derivatives, set them equal to zero, solve 

 The new formula is too difficult to show (unless we use 

matrices, which we won’t) 

 

The resulting estimated model: 

 

 

 

can’t be interpreted as a line! (It’s a k-dimensional hyperplane). 

 

We can still try to visualize things if we have only 2 X variables, 

however: 
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6.4: A2 – No perfect multicollinearity 

Now that we have multiple X variables in our model, we need to 

make an additional assumption in order for OLS to work: 

 

 

There is no perfect multicollinearity. This means: 

 No two variables (or combinations of variables) are exactly 

linearly related 

 No two variables are perfectly correlated 
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For example, exact linear relationships between Xs are: 

 

If you know X1, you know X2 in first two examples).  

Including both variables would be redundant. 

OLS can’t handle it. (Like dividing by zero). 
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OLS won’t work for: 
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Much easier to fall into the trap for “categorical 

variables” 
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 We would create 13 dummy variables using “location”, but 

only include 12 of them in our equation 

 The group that is left out becomes the “base group” 

 We could also drop the intercept (but this isn’t usually done) 

 

 

Final note: 

Non-linear transformations are ok! We will do this in chapter 8. 
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6.4.2 Imperfect multicollinearity 

Imperfect multicollinearity is when two (or more) variables are 

almost perfectly related (highly correlated). 

 

 

Example 

Pretend we know the pop. model: 

 

and that the correlation between X1 and X2 is 0.99. 
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The problem: 

 Because X1 and X2 are correlated, difficult to attribute changes 

in X1 to changes in Y (same for X2) 

 X1 and X2 are almost always changing together in a similar way 

 ceteris paribus assumption is not feasible 

 β1 is the effect of X1 on Y, holding X2 constant 
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How imperfect multicollinearity affects estimation 

 large standard errors, wide confidence intervals 

 adding and dropping variables results in large swings of the 

estimated values 

 overall – makes us unsure about our results 

 problem is difficult to address 

 can’t drop variables (OVB) 

 if you don’t need to interpret the affected variables, it’s not a 

problem 


