
 

• In Chap. 3, derived the var. of 𝑦̅ 

• Similarly, b1 is a random variable, it has a variance 

• Too difficult to derive for this course. 

 

  



 

  



Gauss-Markhov Theorem 
 

OLS is efficient. G-M theorem says it has lowest variance among all 

possible linear unbiased estimators for 𝛽. That is, OLS is 

 

B.L.U.E. 

 

The G-M theorem is not highlighted as much in the text as it should be. 

It is very important! 

  



Test-stats and CIs  

 

  



Population mean (chapter 3): 

 

Slope estimator, 𝛽1: 

 

Recall that the problem with the z-test (chap. 3) was that the variance of 

Y was unknown. Now, we have a similar problem, the variance of 𝜖 is 

unknown in the equation: 

 

How to estimate it? 

  



 

  



The estimator for the variance of b1 is now: 

 

  



 

 


