Chapter 2

Probability Review — 2.1 Fundamental Stuff

2.1.1 Randomness

» Unpredictability

* Duteomes we can't predicr are random
* Represents an inability to radict

o Lxample: rolling teo dice

Sample Space

= Set of all outcomes of interest S = { 1; 21 st 6}
® Lice example 1 Uj\‘-t
l
Lvent

® Subset of outcomes
& Example: rolling higher than a 10
_——

2.1.2 Probability
® Between O amd 1 {or 3 pereentage)
« “The probability ol an event i3 the proportion ol limes il occuwrs in
the long ™
* Probubility ol rolling 7. 12, or higher than 107
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2.2 Random Variables

« Translates random oulcomes inte numerical values

« Die roll has numerical meaning > 1 dvper mML"”

* R¥s ure human-made

& Example: temperatuee in Celsius, Tahrenheit, Kelvin

o RVs can be@eeretgfer continaous

o A comlinuous RY always hus an infinile number ol possibiliies
« Probability of temp. being -20 tomarrow?

o Random variable vy, the reqfizafon of a rundom variablyg




2.3 Probability function

Probability fimetion = probability distribution = probability

digtribution lunetion (PRI = probabilivy mass funetion (PMIF) —

probabilicy function 1< :wT[f spare

» Lsually an cquation

* Probability function: (i) lists all possible numerical values the RV
can take; {11) assigns a probability to cach value.

e Prob. [unction conlaing all possible knowledge we can have about
an RY
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ab?ity funetion for die roll in a picture:
‘:L Figurs £.1: Probohiliey fanetdon for the rosck of o e roll
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2.3.3 Probabilities of events
Probability funclion can be used to caleulate the probability of events
occurring,
Ero Let ¥ be the result of a Cie roll. What is the probability of
rolling higher Lhan 37
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2.3.4 Cumulative distribution function (CDF)

® UDF iy related 1o the probabilily fumetion
« [1"s the prob. that the RV is Jesy than or equal o a particular value
& In 4 picturs:




2.4 Moments of a random variable

o “Moment”™ refers to g concept inphysics

« 1" imunment s the mean

« 2" (central) moment is the variance

o 34y slewness

o 4945 kurtosis

« Covariance and correlation is a mixed moment

Moments simmmarize milvnmation about the RY, Moments are

obtained from the ﬁf""“‘b.‘l"-k‘l Ferchion

2.4.1 Mean (expected value)

= WValue that is expected

» Average Lhrough repealed realizations of the RY

# Determined from the probability function (do some math to it}

® Mean is summarized info that is already contained in the prob,
[unction

® Lot ¥he the RY

» Mean of ¥ — expected value of ¥— gy — E[¥]

« [ Fis discrete:

‘The mean is the weighled average of all possible oulcomes,
where the weights are the probabilities of cach outcome.

The equation for the mean of ¥ (¥ is discrete):

= 3wy (2.5)
|
where g s thae probability of the ™ ceent,
and s the rotal womber of ontecmes

eruarion. Ir is a g Ay of nrderstang

Exercise: caleulate the mean die roll. F L.{‘) =3

Whal urc the properties of the mean®?

1o
The cquation for the mean of y () is continuous):
Ler g be a randem . The mean of y i=
Elyl = l Lt
Ty s normally discribmred, ther fyd s equation (220, ad the mean of
W lurns ot R TR A (T e R R | e Toe Wi con=e, T wvon
sl b 1 e ot s L e ol i centinnons cadon v

i ddetermines froon s probability Tanetion.

The mean s different from the sedian and the made, although all are
musures of central lendeney.

The mean is different from the sample mean or samiple average.
The mean comes from the probability function, The sample
mean/dayerage comes from a sample of data.
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2.4.3 Variance

* Measure of the spread ot dispersion of a RY

o Denuoted by @2 The variance of would be rf}z, and the varance of
Xwaould be a3

® Warjanee 15 Lhe L:XECL'LL)(I squared difference of a variable from ils
mean

& Equation:

—

[(v-a0y?) = ELa)

2.4.3 Variance

® Measure ot the spread or dispersion of o RY

» Denoted by 02, The varianee of v would he GJ% and the vartance ol
X would be af

® Varlance 15 the expected squarcd dilferenee of a varable From s
mean

* FEquation;

Varl1 = B[ - E[1" ) 2.

« For variance (the 2 noment], we are taking the expectation of a
syuared wnm

« Tor skewness (the 3" moment}, we would take the expectation of a
cubed tenm, ete,

_Exercise: calenlate the variumee of a die roll
v ()= 2 (1-36)" 4+ ¢ (2-38)"4.. + ,;—'(6—5_(:)?‘ ~2.92
What are the properties of he \-ariancg? ||
Var [¢ l:'} = ¢* var [‘{j ' Var LC 4 \(3 = Var [:Y:) l val .{C] = Q ||
Exercise: I change the sides of the die to equal 2,4,6.8,10,12, What is ,.I
the mean and varianee of the dic roll?

Lxereise: What is the mcan and vaciance of the sum of two dice?

. Y ]_‘m \O = yor [XY L var [‘(3 + '}couf)(,‘(j 4

2.4.5 Covariance

* Veasures the relationship between two random variables

* Random variables ¥ und X have a joind probabilily [unction

& Jaint prob. func.: (i) lists all possible combos of Fand X; (ii) assign
POl cach combination )

o A pselul swmmary of a joinl probability function is the covariance

& The covariance between ¥ and X is the expectad ditference of ¥
[renm s mean, multiplicd by the expeetsd differenee ol & rom s
mean

& Covariance tells us something about how too variables are reluted,
or how Lthey mense together

« Tells us about the direction and strength of the relationship
between two variables
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The covarianae betwern ¥ amd S ! 4 - 3
prepertiss of iy
o ayy o measire of Uhe Saeer relacicn=hip

Trnear relaticnshing will he i ‘“———-)) \
I A fresee——— =) Cor \Cev = 0 A

sensspd later,

my = {hmeans that ¥ oand X are linearly independent. L Efcorre 'I/ i
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A and X are indepe
ay rrpiEe is not neo
relationships),

Tho Covi¥,¥) i the varivy, OO Y2 E[(¥- a1 (Y- u)) = E T.(‘\"ﬂmfj = veu (Y)

A posivive covari
their mean in the

e mesns Chal Che o varishles Lend v diler Tom

Soume cires
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» A neEative co means that the oo variables tend to d Towm
their mean in t posite direction.
Iti]
2.4.6 Corrclation
it \;"m\
+ Correlation usvally denoted by p
® Similar to covariance, but is cusier fo interpret
(2.9)

ayy < oo, Correlation transforms eovarianee so that it 15 hamd hetween =1

and 1. That is, —1 < gyy < 1.
E :
* pyy = | mesns perfect posttive linear sssociation between ¥oand X
+ pyx = —1 means perfect negative linear asseciation between ¥ and
X,

+ pyy = (1 means no linear association between ¥ and X (linear inde
pendence ).
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2.4.7 Conditional distribution

o Joint diswibaion. 2 Rys
« Conditional distripution — fix (eondition ou) one of those RVs
g WACaAR " - r
« Candition expectation — the mean of one RY after the other RV las
been “ixed™
Let ¥ be a diserote random variable, Then, the conditional mean of ¥
glven some wlue Tor X is
-
LY |8 — ) — 3y ) Y5 [2.10)
=1

» 1M the Leo R¥s are independent, the conditional disteibution is the
same as the maraing distribution



Example: 3lizzard and cancelled midterm

Suppose that vou have a midierm tomarrow, bul there is a possibility
of a blizzard. You are wondeting if the midterm might be cancelled.

o erming Yo
skt B ; oisl e TIRY
. kel THIE Y -E[Yjﬂ-”}l " ngo =077

® More exereises M Lhe “Review Questions™

P (WL + (_ﬁ’){) B
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2.5 Some special probability functions
U ) tisls all poﬁ-‘lu'l'-*frt .
2.5.1 The normal distribution () preb assigmed fo P-m.'l'(l-:—g

» Conmnom because of the “central lmil theorem™ (in a lew slides)
e ———

o
1 g —aP
TP g

fiylp oy = (2.3)

)

® Mean ol v is g
* Variance of v is o2
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2.5.2 The standard normal distribution

{211

& Any nermal random variable can be “standardized”
R T e v e
o How 1o standardizey svbbvact Ay Jiide by @
« Sandardizing has long been used in hypothesis testing (as we shall
seet
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Fignre 24: Probahility fimetion frr o srandavd neesal wasia®le, p. 2
aray
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2.5.3 L'he central limit theorem

o There are hundreds of different probability lunctions

# Examples: Poisson, Binomial, Generalized Pareto, Nakagami.
Limiform

& S0 why 14 the noemal distribution so imporant? Why are so many

sapeaking) — if we add up encugh RV
sum tends to be normal

the resulting

Excretse: draw the probubility Tunction Tor one dicvoll, then Tor the
sum of twa dice.

Fignre 2.1: Prahahi unetion for the vesuln of o die roll
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Figure 24 Probubility luctiv for the s ol beo dice
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Fignre 26 Prohahilitg fimerion for sighe dice, and nommal discriburion
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dice rol

2.5.4 The chi=square distribution

o Add o w nommal RY sl normal

il s

» Multiply a normal RV — still normal

* Square a normal RV — now it is chi-square distributed

W will wse the ehi-sguare distribuion for the F-testinoa later
chapter




