7 — Joint Hypothesis Tests

Now that we have multiple “X™ variables, and multiple S5, our
hypotheses might also invelve more than one 5.

& We shouldn't use 7-tests
* Wc should usc the 7-test

The types of hypotheses we are now considering involve multiple coefficients
{4s). For example: 9 2

O

HA

Ty = iy
Hy: 8

and

ok I‘{a

Naote thar the null hvpothesis is wrong if any of the ndividnal hypotheses

about the 2s are wrong, In the larter example, ihf.‘.u the while

thing is wrong, Tlence the use of the “and for™ operator in 7Ta. T is common

Lo omil all the “andfor” and simply -c:ulc@@for the allernalive
by ot hesis




e A joint hypothcsis specifics a valuc (imposes a restriction) for
two or more coctficients ( £°)

¢ Use g to denote the number of restrictions (¢ 2 for 1%
cxample, ¢ = 3 for sceond cxample)

I-tests can be used for model sefection. Which variables
should we leave out of the model?
et fg 0
 If variables are insignificant, we might want to drop them from
the modcl
» Dropping a variable means we hypothesize its § is zero
» Dropping multiple variables at once means all of the associated
fs are all zero

¥
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Example: CPS data again
Loty wege  yews of edoc @ W\uk?f wiccle| si‘w\FIrf
__Z s
summaryﬂm(w&g'e - @caxionn gg_n_d_er + age + experiencel) @ mf’r 3 JP‘{ “(Y
coefficients: — Ho: {?,J,c =0

Estimate Std. Errer t value Pri=|t|) y
(Intercept) -1.9574 6.8350 -0.286 (0—7-7%/” ‘*Pﬂ't ot
244 segect

ducation .307 1.1201  1.167
genderfemale -X. 3442 0.3889 - =12
age -0.3675 1.1195 £=0. {
Xperience .4811 1.1205 .42
Siomif. codes: 0 *ve= 0.001 <’ 0.01 = 0.05 . 0.1 ¢ 1 > +=[-0328< 116D ful koo
Residual standard error: 4.458 on 529 degrees of freedom Lf r?-hfnl': 0767 > 0,09&7

Multiple R-squared: 0.2533, adjusted R-squared: ({1.2477
F-statistic: 44.86 on 4 and 529 DF, p-value: < 2.2e-16

The results of the above regression make me want Lo drop age and
experience. !

e s e \']c;.v\!(
Y

This corresponds to the hypothesis:

'Hn: fBi=0and fia=10 l

I1a: cither fa # O or s £ 0 or both wed Ho

Why would we want to drop variables?

@ g;‘m?{u is bether
@ feduces valiance ok eshnoters



We can’t use -tests
[dea (doesn’t work): reject Hy if either [z2| > 1.96 and/or |ty =
1.96.

Review: type | error = r ('EJ"L Ho | Mo is J‘”‘) = o
e ——

Exercisc: Assuming that 12 and 14 arc independent, show that the
type I error for the above test is 9.75% (not 5%).
— ————— —

How would vou correct this problem? (Bonferroni method — not
used in practice ;
P ©) \j Vg Tewye '\’\n? \-ﬂ\b

A bigger problem: £ and ¢4 arc likely not independent
(orri'-\JueJ\

In the model; e A |> ‘P(\f K.)XZsz,/\"Q)

Y=o+ [ Xy + 52X + faXa + fy Xy + €
® suppose that X; and X, are not md(,pa,ndmt {(e.u. they are

correlated)

o then the OLS estimators &5 and 24 will be correlated - the
formula for 4 (cte.) involves aff of the “X™ variables
{(remember O\IB)

. rhc{ and 4 _)n ill be correlated!

-}- g-r‘

Coteaiabth
7
Example
Suppose that X3 and X, are positivel Consider the
null:

Hy: iz =0 and fla =1}
+ if' by and by are both positive (or negative), it’s not that big of a

deal
» if one is positive and the other negative, that’s a big deal

Met fo2G wnd fuc O @
. >[.9 . (4

ASSUW@ F‘[* is drve yeje

[

<}A e u{‘

La\.H rnu ” l/ﬁ —

o 2 Eke
%51,

7

- Il(\f X, X2, &s,yl-t)

@t M
s Falered

rej ¢ L‘l
Hype T etver

H&g 1 % l f.‘j[n'[ !

45« 4G :

| -.q925 = 0975



CPS data again

Coefficients:
Estimate std. Error t value Pri>|t|}
6.8350 -0.286 L]

{Intercept) -1.9574 i

education 1.3073 1.121 1.167 qL24d.
genderfemale -2.3442 0.3889 -6.028 3.12e-09 #=¥%

age 50.36?55 1.1195 -0.328 (0, 74P = 1us1 Y.
experience 0.4811 1.1205  0.429 \t}_._ 63 - ,',‘533_
Signif. codes: 0 "= 0,001 "=+ .01 ¢ 0.05 .0 0.1 "1

o Bweng |
wne = Bose 7 °1||l a'lse Eq,uq'.

» do the signs of the coefficients make sense? v/
» whal is the sign ol the correlation between age and
experience? (4)

» according Lo the two individual #-lests, we (ail to reject the null:

<‘| Ho: fin =1 and fiy = ) I )

Let’s try the F-Lest

Hi “:-” NDJ‘E)
I'm going to estimate two models:
» One model under the alternative hypothesis — we’ll call the
unrestricted model (the fs are ii{ilowed to be anything)

» One model under the null hypothesis — called the restricted
model. | gel this model by taking the null hypothesis (o heart,
That is, substitute in the values 53 = © and fs = £ into the full
model

wo«ja—'ﬁ’., * ﬂmfﬂ ¥ ‘”‘“Jd

Unrestricted model (under Ha):

unrestricted <- Tm(wage ~ edugdtion + gende
+ age + experience)

Restricted model (under Hy): %4 (5

restricted <- Tm(wage ~ education + gender)

wnap-jfj;{é‘eglu v Fzgemlpr iy
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F-test command:
anova(unrestricted, restricted)

—_— e —

Output (F-stat in blue, p-val in red):
Analysis of variance Table

aPPOSlTE
Model 1: wage -~ education + gender + age + experience resul
model 2: wage ~ education + gender
rRes.Df  RSss Of sum of sg F Pr{=F}
1 529 10511 0.0v0ws0c002 62 e reje& “&
2 531 11425 -2 —914.2?[23.00?}2.625&—10 Pt
signif. codes: 0 '*¥*° 0,001 '#¥' 0,01 ‘%' 0.05 '." 0.1 "1
Interpretation? (A big £-stat still means reject)
12

A Tormula lor the F-lesl statistic

® The F-test takes into account the correlation between the
estimators that are involvegl in the test

» Nole that il the unreslricfédﬁnodel “fs” signilicantly belter
than the restricted model, we should reject the null.

» The difference in “fit” between the model under the null and
the model under the allernative leads 1o a formulation of the £-
lest statistic, [or testing joint hypotheses.
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The RSS is a measure of fit: min, Ze4
e Kas 15 a4 measure of nik: {Ia,\i»,%
m
RSS = ) e? L

where




Notice that if the restriciioms are true (if the null is true),

RSSyestricted = RSSiumvestriceea Will be small, and we'll failto_— - \~ T.\Z
reject. \RsS :/
{RS 153

Another slatistic which uses R.S'S_i\ the R?: c,c,;llff-_ Por this L»\’k

G 0 plog ik T
| R2 =1 == heie
TSS
This gives us another formula lor the F-test statistic:
15

He

Ha
CD wiat; o)/
. (R vospricred 1 ‘fe.rf q
1..
(1- (H -1

s.rr reslyicied .'mr ssiricied
A

R:l

where:
R.....= the R* [or the restricled regression

= 2 el s
.. oo = the B for the unresiricted regression

= the number of restrictions under the null

Kunresiriced = the number of regressors in the unrestricted regression.

The bigger the dillerence belween the restricted and unrestricted
R¥s — the greater the improvement in (it by adding (he variables in
question — the larger is the 4 statistic.
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Testing you on the exam

® The F-iest slalistic can be oblained by comparing the R in the
restricted model (Ho model) and the unrestricted model (4
medel}.

» The decision Lo reject or nol depends on whether the F-slal
exceeds the (5%) critical value:

q S% critical value (e R‘D\b

i 3.84 -7\ vele
a e (0T

3

4

5

s These values are only accurate if 22 13 large (we'll always
assume this)
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Excreisc

Test

Ty ﬁj =1} :‘Jﬂdﬁe; =1

in the model:

wage = fiy + Bieducation + f,gender female + fzage
+ Biexperience + €

Ha

18

coefficients:
Estimate Std. Error t wvalue Pr(>|t|) P\k
(Intercept)  -1.9574 68350 -0.286 0.7 }” v}
education 1.3073 1.1201  1.167 0. 244 ynf €T
5 genderfemale -2,3442 0.3889 -6.028 3.12e-09 *w=

age -{1.3675 1.1185 -0.328 0.743
experience .4811 1.1205 0.429 0. 668
Signif. codes: (0 '**%' 0.001 *#*° E);Ol A 1 - | P S 2 /
residual standard error: 4.458 o d_gg_r_gjfj_,aqf~ Treedor e R " %
MuTtiple R-squared: 0.2533, adjusted R-squared: (0.2477 =

F-statistic: 44.86 on 4 and 529 DF, pwyalue: < 2.2e-16

I \/(Mf 1)

Coefficients:

( L R T A S A Lek 0.1%8 / a S~ QB
Intercept 0. 21748: 1. .21 B34 -\, 7

éducation 0.75128  D.076B2 9.779 < 2e-1p s Wlll"“ = (0-1533 ~
genderfemale -2.12406  0.40283 -5.273 1.96e-07 *¥% i

signif. codes: © *¥=' 0,001 “**’ 0.01 “*' 0.05 *.' 0.1 ([.-0_1?"‘;3)/ (53H =l —1} % o
residual standard error: 4.639 on 531 degrees of freedom o (C-ll'l'\?a\"e
Multiple R-squared: 0.1884, adjusted R-squared: 0.1853 B 5 - l
F-statistic: 61.62 on 2 and 531 DF, p-value: < 2.2e-16 B ______-r"’ C'H\,h Ve \We
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